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Abstract— Recognizing human emotion from heartbeat infor-
mation alone is a challenging but ongoing research area. Here,
we utilize a point process model to characterize heartbeat dy-
namics and use it to extract instantaneous heart rate variability
(HRYV) features. These features are then fed into a convolutional
neural network (CNN) to characterize different emotional states
from small windows. On average, we achieved over 60%
classification accuracy and as high as 77% in some subjects.
This is comparable to other studies that use a combination
of physiological signals as opposed to only HRV measures as
done here. Informative features were identified for the different
affective states. These findings enable the possibility of aug-
menting electrocardiogram or photoplethysmogram monitoring
wearable devices with automated human emotion recognition
capabilities for mental health applications. They also allow for
the use of instantaneous estimation of HRYV features to be used
in combination with models that use other types of physiological
signals for instantaneous emotion recognition.

Index Terms—emotion, heart rate, point process modeling

I. INTRODUCTION

Automated human emotion recognition has been an inter-
esting and ongoing research area involving multidisciplinary
expertise. It has been reported that over two million US citi-
zens have been diagnosed with bipolar disorder [1]. Despite
the prevalence, current practices used for assessing emotions
are mainly conducted by means of basic questionnaires
or are solely based on physician experience. Some of the
commonly used emotional spaces are: the discrete emotion
model proposed by Ekman [2] with six universal emotions
(happiness, surprise, anger, disgust, sadness and fear), the
two dimensional valence-arousal model by Russell [3], and
the PAD (pleasure, arousal, and dominance) model [4] which
incorporates an additional axis known as dominance.

In general, people tend to express their emotions through
the tone of their voice, gestures, posture and facial expres-
sions [5]. The usage of gesture, facial expression and speech-
based emotion detection techniques are susceptible to social
masking, as they can be easily modulated/suppressed by the
subjects themselves [6]. This led to the popularity of emotion
recognition techniques using physiological signals within the
last decade, as they originate from autonomic nervous system
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(ANS) activity and hence cannot be triggered by volitional
control [7].

Prior studies have shown that the fusion of multiple
physiological signals provides better emotion recognition
accuracy. Experimental evidence has demonstrated that the
analysis of heart rate variability (HRV) in both the time and
frequency domains can provide insight into changes associ-
ated with emotion processing [8], [9]. The ANS comprises
of both the sympathetic and parasympathetic branches, both
of which are innervated to the heart in the sinoatrial (SA)
node, which is in charge of the heart’s neuromodulation in
response to sympathetic and vagal activities [10].

Many state-of-the-art classification rates in emotion recog-
nition are now realized using deep learning models. However,
most of them rely on electroencephalography (EEG), elec-
trooculography (EOG) or electromyography (EMG) signals
and do not employ heart rate (HR) as the former provides
continuous recordings which could be used to train these
models. The studies that use electrocardiogram (ECG) or
photoplethysmography (PPG) typically extract features over
the entire duration of the trial. Therefore, HR measures are
typically avoided in continuous estimation problems with
smaller windows since they do not estimate the instantaneous
values of HR which can be obtained by modelling heartbeats
as a point process, i.e. a sequence of binary events in
continuous time.

Therefore in this study, we model heartbeats using a
point process framework with parameters systematically cho-
sen using maximum likelihood estimation (MLE) and the
Bayesian information criterion (BIC) [11]. The model is used
to extract instantaneous HRV features which are then fed
into a convolutional neural network (CNN) to characterize
different emotional states. By exploring the features learnt
by the CNN, we also identify the most relevant features for
classifying different emotional states. This could enable con-
tinuous emotion recognition using existing wearable devices
that make use of PPG signals.

II. METHODS
A. Data

The Database for Emotion Analysis using Physiological
Signals (DEAP) is an open source data set [12] contain-
ing multimodal physiological signals — EEG, EMG, skin
conductance, respiration, PPG and body temperature. The
dataset was recorded from 32 healthy subjects (16 male; 16



female) while they watched a series of music videos meant
to elicit different emotions [12]. Subjects were instructed to
provide feedback on each music video they viewed and rate
them separately on valence, arousal, dominance, liking and
familiarity scales ranging from 1-9. Scores less than 5 were
labelled as low and those greater than or equal to 5 as high.

In this study, we make use of the preprocessed data
from the first 22 subjects to characterize emotions (valence,
dominance and arousal) solely using PPG. The data from
the remaining subjects were collected at a different study
location and are not used here. Each of the signals were
sampled at 128 Hz and segmented into the respective trials.

B. Preprocessing

The PPG signals were first downsampled to 64 Hz. They
were then high-pass filtered at 0.5 Hz to remove drift and
then low-pass filtered at 5 Hz to make the peaks promi-
nent. Peak detection was used to detect the valleys of the
signal and the differences between successive valleys were
calculated as heartbeat intervals. These intervals calculated
from the PPG are equivalent to the RR-intervals in an EKG
(R-peaks are a prominent feature in an EKG signal and
accompany ventricular contraction).

C. Point Process Modeling

We used the point process model in [13] for character-
izing heartbeat dynamics. A point process characterization
provides a mathematical basis for modeling physical activ-
ities such as heartbeats that have inhomogeneous Poisson
arrival times. Assume K successive heartbeat occurrences
at times u; during the observation interval (0,7] such
that 0 < u; < up < --- <ug <T. We can define the RR-
intervals as wy = uy —ux—1 and the history term as Hy =
{uk,wbwk,l,...,wk,pﬂ} where p is the model order (the
number of history terms).

At time t > uy, the inter-arrival time for the next heartbeat
can be modeled using a History Dependent Inverse Gaussian
(HDIG) density function:

0
0, 0) = 30
1 6p11[r — ux — p(Hy, 0)]
Xe"p{‘z O } M

where (1(Hy,0) = 60 + L'_, 6jwiji1 > 0 and © =
(60,61,...,0p41).

The model [13] is then used to estimate the instantaneous
RR-interval at each discrete time bin jA for j=1,...,J,
where A = 1/F; seconds and F; is the sampling rate of the
physiological signals.

D. Model Selection

BIC is one of the commonly used criteria for model
selection. We used MLE to calculate 6. MLE and BIC were
computed iteratively by changing the values of p from 1 to

10 to determine the model order that gave the lowest BIC
values.

BIC = —2log(likelihood) + K x log(N) @
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where K is the number of parameters estimated and N is the
sample size.

E. Features

We extracted the following features from the RR-intervals
to characterize the HRV variations associated with different
emotions in each of the trials. These features were selected
as they have shown sensitivity towards emotion recognition
in prior studies. The following instantaneous features were
computed from the HDIG model:

1) Mean RR-interval (u).

2) Variance of the RR-intervals (Var).

3) High Frequency Power (HFP): Power in 0.15 to 0.4
Hz.

4) Low Frequency Power (LFP): Power in 0.04 to 0.15
Hz.

5) Very Low Frequency Power (VLFP): Power < 0.04
Hz.

6) Total Power (TP): The spectral power.

All the features were z-scored for each individual for the
remainder of the analysis. A prior study had analyzed the
best window size for emotion recognition in the DEAP
dataset and had found that classification accuracy was higher
when using windows which were 3-10 seconds long [14].
Therefore a window size of 5 seconds was selected in
the study. Signals were then segmented into windows of 5
seconds for training the models.
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Fig. 1. CNN architecture used for emotion recognition. Inputs to the
model were 5 second long HRV features and the output node corresponds
to low/high class.

We used a deep learning model using the CNN architecture
shown in Figure 1, which was implemented in Python 3.6
using Keras 2.1.5 wrapper with Tensorflow as the backend, to
classify the HRV features based on the emotion scores (each
for valence, arousal and dominance) from the windowed
HRV signals. The CNN had 3 blocks of convolution-pooling
layers with a Tanh activation following a batch normalization
layer in each block. Each convolution layer had 8 nodes.
Tanh non-linearity gave better performance compared to
ReLu for the dataset. A global average pooling layer was
used instead of a dense layer to reduce the number of
parameters and a dropout layer (rate = 0.3) was used prior
to the softmax layer to reduce the overfit. We used an
Adam optimiser with a learning rate of le-5. The model
was trained for a maximum of 200 epochs and a batch size
of 32, with an early stopping condition to stop the training
if the validation loss did not drop in 5 successive epochs. In



order to avoid overfitting to the class having more number
of samples, the loss function was weighted during training
alone, based on the ratio of samples in both the classes. This
ensures that the model will pay attention to both classes
equally. The hyper parameters and the architecture were
selected heuristically based on assessing how incremental
changes modified performance. Separate models of the same
architecture were used for individual subjects for each of the
emotion groups.

We also used a traditional machine learning model us-
ing ensemble learning implemented using the fitcensemble
function in Matlab 2018b (MathWorks, Inc., Natick, Mas-
sachusetts, United States) to act as a baseline comparison.
Bootstrap aggregation that bags tree-stump based weak learn-
ers were used for learning in the ensemble model. Multiple
bootstrapped replicas were selected randomly from these data
and these replicas were then used to grow decision trees. The
average response of the prediction from all the trees gives
the final prediction. The input to the ensemble were the mean
values of the features in each of the 5 second windows.

The models were trained for each of the 3 emotional
classes separately. For individual classifiers, 10% of trials
from each of the low/high classes were kept for validation
and the 80% trials that remained were used to train the
models. A 5-fold cross-validation is performed such that
different combination of trials are used in each of the folds.

G. Feature Learning

To identify the most relevant features for modelling dif-
ferent emotional states, we artificially corrupted individual
features and assessed how the performance of the model got
degraded. Signals were corrupted by randomly shuffling the
features to lose the temporal congruity. This was followed by
the addition of Gaussian noise with the mean and standard
deviation of the original feature. The original pre-trained
model was then tested on this data and the performance
degradation was assessed for each feature. This was repeated
for all subjects and the mean change for the top 50% of
the subjects that gave the highest accuracy was averaged to
estimate the feature importance.

III. RESULTS
A. Goodness of Fit

We estimated the best order (3.1 &£ 1.12 across subjects) of
the HDIG model for each individual subject. These yielded
the least BIC values. The selected order was used to fit the
HDIG model for characterizing the heartbeat dynamics for
each of the trials. An example showing the instantaneous RR-
intervals estimated using the HDIG model for one subject is
shown in Figure 2.

B. Classification

The 5-fold cross validated accuracy for the CNN and
the ensemble learners is summarized in Table I. The mean
classification accuracy across subjects was higher for valence
and dominance compared to arousal. The CNN outperformed
the Ensemble learning model when estimating emotion from
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the 5 second long windows. Also checking the F1 and
recall score, we can see that by weighting the classes during
training, the CNN has learned not to be biased towards any
particular class as the classification scores are similar unlike
that using the ensemble method.
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*  True RR interval
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Time [s]
Fig. 2. An example showing both the original RR-intervals and the

estimated instantaneous intervals using the HDIG model for a continuous
recording from one subject.
TABLE I

CROSS VALIDATION ACCURACY OF CLASSIFIERS. THE MEAN/MAX IS
COMPUTED ACROSS SUBJECTS; ENS: ENSEMBLE MODEL

Valence (%) Dominance (%) Arousal (%)

Metrics

CNN Ens CNN Ens CNN Ens
Max Accuracy 72.9 65.9 71.5 71 77.4 56.6
Mean Accuracy  61.9 54.4 62.6 51.1 60.1 49.3
F1 Score 59.7 52.1 60.7 44.9 57.8 40.2
Precision 63.6 54.4 63.9 51.2 62.3 49.3
Recall 61.9 52 62.6 42.5 60.1 36.2

Figure 3a shows the distribution of the cross validation
accuracies for the CNN model for each of the classes of

em)otional states.
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Fig. 3. a) Distribution of the cross validation accuracies across subjects

(CNN model); V: valence, D: dominance, A: arousal b) Most important
features identified by the CNN model; *: Most important feature, **: Second
most important feature.

C. Feature Learning

Figure 3b shows an example of the most informative
features for each of the three conditions. For valence, vari-
ance was the most important feature followed by TP. For
dominance, TP and VLFP were identified to be the most
important and for the arousal class, the HFP followed by the
mean RR were the most relevant features recognized by the
CNN.



IV. DISCUSSION

In the original DEAP paper, Koelstra et al. [12] reported
an overall F1 score of 60.8% for valence and 53.3% for
arousal by using features from all the peripheral signals
(skin conductance, PPG, EMG, temperature and respiration).
In this study we achieved a comparable or better accuracy
(59.7 % for valence and 57.8% for arousal) solely by using
heartbeat dynamics and that too from a smaller window
size. The study by Candra et al. [14] which compared
variable windows sizes for emotion recognition using the
DEAP dataset obtained a maximum classification accuracy
of 65.03% for valence and 65.33% for arousal which is
slightly higher than what we obtained (61.9 % for valence
and 60.1% for arousal). This is expected as they used EEG
and not HR, which is expected to have more discriminatory
information. In the original paper [12], they found a high
correlation between dominance and valence ratings which
could be one of the reasons for the similar performances in
both valence and dominance and similar to them we had a
higher accuracy in classifying valence.

Mean HR is expected to change with varying levels of
arousal scales since we tend to have a higher HR when
we are angry or fearful. For instance, studies have shown
that arousal state induces a higher rate of respiration [15].
HFP is strongly associated with the respiratory cycle driven
modulations of the SA nodes. The stretch of the SA node
in association with atrial pressure induced by respiratory
modulations could change the HF-HRYV as a result of change
in mean HR. This could be why HFP was identified as
the most important feature by the CNN for arousal state
detection. Mean HR and power in high frequency bands
are also shown to be modulated in response to different
arousal levels in prior studies as well [16]. Previous studies
have also shown that variation in band power and the
standard deviation/variance of HR are important features to
discriminate differences in valence conditions as well [16],
[17].

In conclusion, an HDIG model optimized using MLE and
BIC for each subject was used to characterize RR-intervals
and generate instantaneous HRV features. We were then
able to distinguish between high and low levels of valence,
dominance and arousal using only heartbeat dynamics based
on a CNN model yielding similar/better classification scores
to that of the decoder used in the original paper that used all
physiological signals. The most important features learnt by
these models were also identified.

V. LIMITATIONS AND FUTURE WORK

There exists the possibility that the model accuracy might
have suffered due to the use of subjective ratings in the
study, as it could be prone to subjective bias and rating
inexperience. The features were not optimized for the en-
semble learner which would have resulted in sub-optimal
performance for that model. However, that model was used
to serve as a baseline alone. Also, the window length for the
classification was selected based on a prior study that used
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EEG and that might not be the best window size for HR.
Due to the computation overhead this was not optimized.

Future work would involve incorporating EEG features for
improving classification accuracy. Examining physiological
signal changes in additional scenarios (e.g. art, dance and
drama) that evoke different emotions could be yet another
direction of research.
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